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SWITCHING TECHNOLOGIES PRIMER 
INCLUDING CISCO AND DELL SWITCH 
CONFIGURATION AND INTEROPERABILITY

Glenn Fund, BNUG, November 13, 2018

VIRTUAL LANS (VLANS)

• Broadcast domain segmentation

• How to make one switch appear like many switches

• Devices in the same VLAN and using the same subnet can communicate

• Devices in differing VLANs or using differing subnets cannot communicate
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LAYER 2 VS LAYER 3 SWITCHES

• Layer 2 Switches
Uses MAC addresses to switch from source to destination ports
MAC address table is maintained

• Layer 3 Switches
Switching like layer 2 switches plus routing
Capable of utilizing IP addresses and performing routing
 Intra-VLAN traffic uses MAC addressing
Traffic between dissimilar VLANs uses routing
MAC address and routing tables are maintained

ACCESS VS TRUNK PORTS

• Access Ports
Only one VLAN’s traffic on an 

access port
Typical of a device (i.e. PC) to 

switch port

• Trunk Ports
Traffic from multiple VLANs traverse 

a trunk port
Utilizes tagging to differentiate 

VLANs
Typical of a switch to switch port
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TRUNKING SPECIFIC CONCEPTS

• Trunk encapsulation of multiple VLANs

• Standards based IEEE 802.1q most popular (dot1q) – Defines VLAN and VLAN 
tagging on Ethernet networks.

• IEEE 802.1AX – LACP (link aggregation control protocol) - Controls the 
bundling of several physical ports together to form a single logical channel.

UNTAGGED AND TAGGED PORTS

• Tagging is not necessary on access ports.  Access ports are untagged.

• Trunk ports pass multiple VLANs.  Tagging is necessary on trunk ports.

• Trunking rules –
Only one VLAN can be untagged.
All other VLANs must be tagged.
The default VLAN (usually VLAN 1) is the default untagged VLAN unless otherwise 

specified.
All VLANs typically pass over identically configured switch to switch trunk ports.
Restricting VLANs from passing over a trunk is possible. 
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CISCO ETHERCHANNEL (DELL LAG) PORTS

• Link aggregation – Many links appear as one.
• With Cisco and Dell switches, up to 8 identically configured ports (on each 

switch) can be aggregated.
• Trunked ports, those with multiple VLANs, can be passed over an 

EtherChannel.
• EtherChannels aggregate bandwidth over the configured ports.
• Fault tolerance is enhanced – Traffic will flow if only one of the configured 

EtherChannel links are available.

SWITCH INTEROPERABILITY
STRAIGHT THROUGH VS CROSSOVER CABLES

• Straight Through Cable or MDI/MDIX
MDI (end user device) NIC to MDIx 

(switch port).
Devices are wired for different send 

and receive ports.

• Definitions
MDI = Media dependent interface
MDIx=Media dependent interface 

with crossover

• Cross-Over Cable or Auto MDIx
Required when devices are wired 

for the same send and receive ports 
(i.e. switch to switch uplinks).

Manual crossover cable forces 
traffic conflict avoidance.

Auto MDIx one port automatically 
changes traffic flow for traffic 
conflict avoidance.
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PRIVATE IP ADDRESS SPACE

• Most internal company networks use this address space  Anyone can use 
these.  They are not routable on the Internet so multiple companies can use 
the same address ranges.

10.0.0.0 to 10.255.255.255
172.16.0.0 to 172.31.255.255
192.168.0.0 to 192.168.255.255

BNUG DEMO SWITCHES

1 3 5 7 9 11 13 15 17 19 21 23

2 4 6 8 10 12 14 16 18 20 22 24

VLAN1 – LAN
192.168.100.0/24

VLAN2 – SAN
172.16.100.0/24

VLAN3 – VMotion
10.16.100.0/24

EtherChannel
Cisco 2950 Switch 

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47

20 22 24 26 28 30 32 34 36 38 40 42 44 462 4 6 8 10 12 14 16 18 48

Dell 2748 Switch

VLAN1 – LAN
192.168.100.0/24

VLAN2 – SAN
172.16.100.0/24

VLAN3 – VMotion
10.16.100.0/24

EtherChannel
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LET’S PLAY


